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Abstract

Owing to advances in genome sequencing, genome stability has
become one of the most scrutinized cellular traits across the Tree
of Life. Despite its centrality to all things biological, the mutation
rate (per nucleotide site per generation) ranges over three orders
of magnitude among species and several-fold within individual
phylogenetic lineages. Within all major organismal groups, muta-
tion rates scale negatively with the effective population size of a
species and with the amount of functional DNA in the genome.
This relationship is most parsimoniously explained by the drift-
barrier hypothesis, which postulates that natural selection typi-
cally operates to reduce mutation rates until further improvement
is thwarted by the power of random genetic drift. Despite this con-
straint, the molecular mechanisms underlying DNA replication
fidelity and repair are free to wander, provided the performance of
the entire system is maintained at the prevailing level. The evolu-
tionary flexibility of the mutation rate bears on the resolution of
several prior conundrums in phylogenetic and population-genetic
analysis and raises challenges for future applications in these
areas.
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Introduction

Motivated by interest in the emergence of genetic disorders and in

the rate of origin of genetic fuel for evolutionary change, biologists

have long sought to estimate the rate at which de novo mutations

arise in various organisms. Early approaches ranged from indirect

inferences from the incidence of monogenic disorders of debilitat-

ing effects in humans (Haldane, 1935; Kondrashov, 2003; Lynch,

2009) to single-locus reporter constructs in microbes (Rosche &

Foster, 2000). Three decades ago, Drake (1991) summarized

everything that had been learned about microbial mutation rates

using the latter approach. Extrapolating from observations in three

bacteriophages and three cellular organisms, he inferred an inverse

relationship between the per-generation base-substitution mutation

rate per nucleotide site (ubs) and genome size in microbial species,

concluding that on average ∼ 0.003 mutations arise per genome

per cell division in such species. Advances in genome sequencing

over the past two decades have dramatically altered the state of

knowledge in this area, to the point where no molecular trait has

been more finely resolved across the Tree of Life than the

mutation rate.

For short-lived organisms, mutation-rate estimates are now com-

monly obtained from mutation-accumulation experiments that rig-

idly enforce the propagation of replicate lines by single-progeny

descent, often for hundreds to thousands of generations (Lynch

et al, 2016). With bottlenecks of single individuals (or two in the

case of species with separate sexes), all mutations other than those

with extremely strong effects accumulate in an effectively neutral

fashion, and in the end the full molecular spectrum of mutations is

enumerated by whole-genome sequencing. For longer-lived organ-

isms with known pedigrees, including humans, trio studies are now

routinely performed in which the genomes of progeny are compared

with those of the parents (e.g., Wu et al, 2020; Bergeron et al,

2023). These analyses also enable quantification of mutations in a

nearly unbiased way, as selection is unable to eradicate mutations

in a single generation except in the case of lethals.

Drawing from these kinds of results, we provide an overview on

the phylogenetic distribution of the mutation rate across the Tree of

Life, along with an attempt to explain the patterns in a unifying evo-

lutionary framework. While this paper was under review, Wang &

Obbard (2023) presented a meta-analysis of eukaryotic mutation

rates. Our conclusions are essentially concordant with theirs, but

we extend the analyses to prokaryotes and cover numerous addi-

tional topics.

Based on his inferred constant number of mutations arising per

genome per cell division, Drake (1991) argued that because these

patterns are consistent across diverse microbial organisms, they are

“likely to be determined by deep general forces, perhaps by a bal-

ance between the usually deleterious effects of mutation and the

physiological costs of further reducing mutation rates.” Invoking

more specific biophysical arguments, others have suggested that
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evolved cellular error rates reflect a balance between speed and effi-

ciency (Hopfield, 1974; Ninio, 1975; Qian, 2006; Banerjee et al,

2017). As will be seen below, however, these arguments are incon-

sistent with the fact that the lowest known mutation rates are gener-

ally found in the fastest-growing organisms, for example, bacteria

and ciliates (Sung et al, 2012).

An alternative to such optimization arguments is the drift-barrier

hypothesis (DBH), which postulates that because the majority of

mutations are deleterious, natural selection predominantly operates

to reduce the mutation rate per functional base pair down to the

point at which the small advantage of any further reduction is

thwarted by the power of random genetic drift (Lynch, 2008, 2010,

2011). Although the idea that selection strives to reduce the muta-

tion rate dates to Sturtevant (1937), he did not consider the role

played by drift. Because selection on a mutator allele is an indirect

effect of the deleterious effects inflicted on linked sites

(Kimura, 1967; Kondrashov, 1995; Dawson, 1999; Lynch, 2008,

2011), genomes with larger amounts of functional DNA are also

expected to evolve lower mutation rates, and as most microbes have

genomes consisting of 75 to 95% coding DNA, this in part explains

the negative associations between ubs and genome size in these

groups recognized by Drake (1991) and Drake et al (1998).

Mutation-rate variation in light of the
drift-barrier hypothesis

Drake’s (1991) inference of a constant number of mutations per cell

division in microbes can now be evaluated in a more rigorous fash-

ion with direct observations from mutation-accumulation experi-

ments followed by whole-genome sequencing. Based on

observations from 38 prokaryotes, the slope for the regression of the

base-substitution mutation rate (ubs) on genome size (≃ �2:0) is

significantly more negative than Drake’s expectation of �1.0 (on a

log–log plot), and the ∼ 10-fold range of variation around the

regression is much greater than Drake inferred (Fig 1A; see

Dataset EV1 for all of the data used in this and the following ana-

lyses). As a consequence, the average number of mutations per

genome per cell division ranges from ∼ 0.01 for the smallest to

∼ 0.001 for the largest prokaryotic genomes. The two estimates for

archaeal species are consistent with those for bacteria with similar

genome sizes.

On the other hand, the regression coefficient for 20 unicellular

eukaryotes (excluding Chlamydomonas and Emiliania, both of

which have genomes with substantial fractions of noncoding DNA)

is not significantly different from �1.0 (Fig 1A). Estimated mutation

rates for three filamentous fungi have a broad range, roughly consis-

tent with unicellular eukaryotes, but there is substantial uncertainty

in these estimates owing to challenges in estimating cell division

number. In striking contrast, for multicellular organisms, there is a

positive association between ubs and genome size.

To obtain a broader understanding of the phylogenetic dispersion

of mutation rates, we require information on genetic effective popu-

lation sizes (Ne), as the inverse of this number defines the power of

random genetic drift. The only feasible way of estimating Ne is to

rely on measures of within-population nucleotide diversity at neu-

tral genomic sites for natural populations (πs), as the expected level

of such variation under mutation-drift equilibrium ≃ 4Neubs for

diploid species (and half that for haploids). For species for which

such measures are available (generally from silent sites in protein-

coding genes) along with an estimated ubs, Ne can then be extracted

by dividing by 4ubs (or 2ubs for haploids). For each of the five major

organismal groupings for which this kind of analysis can be

performed, there is a negative association between ubs and Ne, as

anticipated by the drift-barrier hypothesis; the average of the slopes

being �0.82 (SE = 0.21) (Fig 1B).

There are two potential concerns with the statistical analyses in

Fig 1B. Although sampling error of ubs will not directly bias the esti-

mated regression coefficient, there are two indirect effects associ-

ated with the fact that ubs is used to estimate Ne from silent-site

variation. First, the independent variable Ne is estimated with error,

owing to the fact that both πs and ubs are themselves estimates.

Errors associated with an x-axis variable will cause overdispersion

on this axis, leading to a downward (in this case less negative) bias

in the slope. Although based on whole-genome analyses in most

cases, estimates of πs still have uncertain variances associated with

the sampling of individuals and subpopulations. However, the aver-

age coefficients of variation (standard errors divided by the means)

of individual ubs estimates are 0.09 for bacteria, 0.11 for unicellular

eukaryotes, 0.15 for invertebrates, 0.24 for vertebrates, and 0.27 for

land plants. Thus, given that the range in Ne estimates in Fig 1B

extends over orders of magnitude, this effect is unlikely to cause

much more than 10% bias in the overall pattern across the Tree of

Life, although the regressions for individual phylogenetic groups

may be biased toward 0 by up to 25% in the multicellular groups.

Second, in estimating Ne by dividing πs by the mutation rate, an

intrinsic negative sampling correlation is created between Ne and

ubs, owing to the fact that an upward error in the estimate of the lat-

ter will translate to a downward error in the estimate of Ne: If ubs

were estimated with 100% accuracy, this also would not be an

issue. These two opposing sources of bias might roughly cancel

each other out within organismal groupings, and prior work shows

that the magnitude of sampling variation in ubs is insufficient to

alter the conclusion that there is a negative association between ubs

and Ne across the Tree of Life (Sung et al, 2012).

There is, however, a more formal way to infer the form of the

relationship between ubs and Ne: If Ne and ubs are independent, a

log–log regression of πs on ubs should yield a slope of +1, with the

intercept simply being related to the average Ne. If, on the other

hand, ubs and Ne are negatively correlated with allometric scaling

coefficient �x, the expected slope will equal 1�x, for example, if ubs

is inversely related to Ne (with x ¼ 1), the expected slope would

equal 0. When such regressions are performed for the five major

organismal groups in Fig 1B, in each case the slope is substantially

less than 1.0, and in only one case it is significantly different from

0.0 (Appendix Fig S1; Dataset EV1). Thus, the negative association

of mutation rates with Ne, both within and among groups, is a true

evolutionary feature and not a statistical artifact. Wang &

Obbard (2023) applied a similar analysis to eukaryotic mutation

rates and reached the same conclusion.

The question remains as to what determines the effective popula-

tion size of a species. Ne is governed not just by the absolute num-

ber of individuals within a species but also by various aspects of the

breeding system, temporal patterns of demographic variation, and

the amount of background selection operating on linked chromo-

somal sites. Linkage of nucleotide sites on chromosomes results in a
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reduced amount of variation retained within populations, owing to

selective sweeps of beneficial mutations and the relentless removal

of recurrent deleterious mutations, and these factors may almost

completely override the influence of absolute population size in

most cases (Charlesworth, 2009; Walsh & Lynch, 2018; Charles-

worth & Jensen, 2022; Lynch, 2023). Over the scale of the entire

Tree of Life, the average size of an adult individual serves as a good

predictor of the expected value of Ne, explaining about 85% of the

range of variation in the latter, with a 10-fold increase in organismal

size leading to an expected 37% reduction in Ne (Fig 2). However,

for any particular organism size, there is also an order-of-magnitude

range of variation in Ne, and the upper limit to the latter is of order

109 even in the smallest microbes. Given this range of residual vari-

ation and the narrower ranges in body size within organismal

groups, the scaling of Ne and size is less obvious within groups.

Theory suggests that it is not simply the per-site mutation rate

that should decrease with increasing Ne, but more specifically the

genome-wide mutation rate summed over functionally significant

sites with influences on fitness. This may help explain, for example,

why unicellular eukaryotes tend to have lower mutation rates than

bacterial species with similar Ne (Fig 1B), as the former tend to have

genomes harboring larger numbers of genes (Lynch et al, 2016). It

remains difficult to enumerate the full pool of genomic sites of func-

tional significance except in a few model species, and even then

there are uncertainties involved with respect to intergenic DNA. As

a surrogate, we use the total number of nucleotides employed in

protein-coding genes (including alternatively spliced exons in spe-

cies in which this occurs), P, noting that this will proportionately

underestimate the actual functional genome size somewhat more

for multicellular species with complex regulatory regions than for

bacterial species for which > 90% of the genome is generally within

protein-coding sequences.

Across the entire Tree of Life, Ubs ¼ ubs � P, scales negatively

with Ne with an allometric slope very close to �0.75 (Fig 1C). The

regression coefficients are significantly negative for each of

the narrower organismal groups, although less strongly so, except

in the case of vascular plants (where there are only five data

points). This is expected for reasons given above—because the

range of observed Ne is reduced within groups, a larger fraction of
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Figure 1. Scaling of base-substitution mutation rates with genome size and effective population size.

(A) Base-substitution mutation rates per generation (ubs) as a function of genome size (G, in Mb). Fitted log–log regression for prokaryotes: y ¼ �8:21�1:98x, with
standard errors (SEs) of 0.18 and 0.30 for the intercept and slope, respectively; r2 ¼ 0:553 and sample size n ¼ 38. Fitted regression for unicellular eukaryotes
(excluding Chlamydomonas and Emiliana: y ¼ �8:40�1:10x) with SEs of 0.40 and 0.27 for the intercept and slope, respectively; r2 ¼ 0:442 and n ¼ 20. The dashed
line is a reference with slope = �1.0. (B) Group-specific regressions relating ubs to the effective population size (Ne). (C) Relationship between Ubs (the product of
ubs and the total number of nucleotides contained within protein-coding sequence) and Ne ; y ¼ 3:10�0:75x, with SEs of 0.18 and 0.03 for the intercept and slope,
respectively; r2 ¼ 0:861 and n ¼ 117. Here, the diagonal dashed lines are references with slopes =�1 All raw data used in these regressions are in Dataset EV1.
Regression statistics are summarized in Appendix Tables S1–S3.
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Figure 2. Scaling of effective population size and organism size.

Relationship between the effective population size (Ne) and adult dry
weight (in μg). Fitted log–log regression for the entire pool of data
(Dataset EV1): y ¼ 6:717�0:199x, with standard errors (SEs) of 0.054 and
0.007 for the intercept and slope, respectively; r2 ¼ 0:875, sample size
n ¼ 113; with P< 10�53. The data for four pathogenic bacteria and two
self-fertilizing nematodes, all of which have unusually low Ne , are excluded
from this analysis.
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its total variance will be a consequence of sampling error (rather

than true phylogenetic variation). Again, within each phylogenetic

group, there is a ∼ 5- to 10-fold range of variation in Ubs conditional

on a particular Ne, and given the small error in inference of individ-

ual mutation-rate estimates noted above, much of this dispersion

will be true evolutionary variance.

Less extensive data exist on rates of insertion/deletion (indel)

mutation, and some studies do not report them at all, but two gener-

alizations seem to hold across the Tree of Life (Fig 3). First, the

indel mutation rate, uid, is strongly correlated with the base-

substitution mutation rate. Given this correlation, it follows that uid

is also strongly negatively correlated with estimates of Ne, and that

this correlation cannot be driven by circularities in estimating Ne

from ubs (Sung et al, 2016). Second, uid is generally less than ubs,

typically on the order of 10 to 30% of the latter; three species with

uid slightly elevated over uid have genomes with highly repetitive

DNAs subject to replication slippage. On average, for the few spe-

cies with sufficient data, there is approximate parity between the

numbers of small insertions and deletions (Dataset EV1).

Owing to its much smaller genome size, there are few reliable

estimates of the mutation rate for mitochondrial genomes, although

the rates are invariably inflated relative to those in the nuclear

genome. For the most reliable estimates (which still have high stan-

dard errors), the degrees of inflation are 6× for the yeast S. cerevi-

siae, 53× for the nematode C. elegans, 101× for the microcrustacean

D. magna, and 14× for the fruit fly D. melanogaster (Dataset EV1).

These elevations are qualitatively consistent with the DBH in that

the effective proteome size of the mitochondrial genome is ∼ 1% of

that of the nuclear genome in yeast, and ∼ 0.05% in the inverte-

brates. The less than proportional decline in mitochondrial ubs with

proteome size may be a consequence of the unique population-

genetic environment for organelle genomes. Given the central roles

in bioenergetics played by the small number of mitochondrial genes,

and the absence of recombination in mitochondrial genomes, it is

likely that the strength of selection operating on the mutation rate in

such settings is much greater than in nuclear genomes; mutations

with very large deleterious effects will be effectively purged from all

lineages and so will not contribute to a gradient in the drift barrier.

Evolutionary fluidity of mutational/surveillance
mechanisms

Many cellular features retain relatively constant functions across the

Tree of Life, despite the turnover of the underlying molecular con-

stituents, e.g., regulatory networks, signal-transduction pathways,

and the components of mitosis and meiosis (Lynch, 2023). Although

the mechanisms allowing for such rewiring are not always known,

the general principles appear to extend to mutation-rate evolution.

Under the theory of evolutionary layering in a multi-component sys-

tem for mutational surveillance, the component parts are expected

to wander in terms of individual efficiency, provided that the net

outcome of the total system remains the same (Lynch, 2012).

Phylogenetic variation in the molecular spectra of mutations pro-

vides one line of indirect evidence for the evolutionary divergence

of DNA-repair and/or replication-fidelity mechanisms. For example,

population-genomic analyses suggest that significant differences in

the molecular spectra of mutations have arisen in the human popu-

lation over space and time (Harris & Pritchard, 2017; Seoighe &

Scally, 2017; DeWitt et al, 2021; Milligan et al, 2022; Gao et al,

2023). More direct evidence for such shifts derives from two sum-

mary features of mutation spectra obtained from mutation-

accumulation and pedigree analyses.

First, the ratio of transition (purine $ purine and pyrimidine $
pyrimidine substitutions) to transversion (purine $ pyrimidine)

mutations has an expected value of 0.5 for the situation in which all

12 mutation types arise at equal rates, yet the ts:tv ratio exceeds 1.0

in almost all species, in a few cases rising to values as high as 10.0

(Fig 4A). Although some of this dispersion is a simple consequence

of errors associated with numbers of observed mutations, most of it

is not (see legend to Fig 4A). Second, the AT mutation bias (β, the

ratio of G/C ! A/T to A/T ! G/C mutation rates) exceeds the null

expectation of 1.0 in most species, with some values ranging as high

as 4.0 (Fig 4A). The average CV of these AT mutation-bias estimates

is on the order of twice the CVs noted above for total mutation rates,

so again a substantial fraction of the observed dispersion is due to

real biological differences.

Knowledge of the AT mutation bias provides insight into the

mechanisms driving genome-wide nucleotide composition in differ-

ent species. In the absence of selection, the fractional AT composi-

tion of a genome is expected to equilibrate at β= 1þ βð Þ: However,

nearly every genome-wide estimate of AT composition is near or

below this expectation (Fig 4B). Some of this apparent selection for

GC is simply associated with the need to utilize amino acids with GC

Base-substitution mutation rate
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Figure 3. Scaling of insertion/deletion and base-substitution mutation

rates.

Relationship between the mutation rate for insertion/deletions < 50 bp in
length, uid , and for base substitutions, ubs across the Tree of Life, both in units
of nucleotide site�1 � generation�1. The upper and lower dashed lines denote
references for 1.0 and 0.1 ratios of the two rates. The three species with ratios
> 1.0 are the yeast Zymoseptoria tritici, the slime mold Dictyostelium, and the
nematode Caenorhabditis elegans. Numerical results are tabulated in
Dataset EV1.
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content in their codons. However, in numerous vertebrates and

land plants, > 90% of the genome is intergenic and/or intronic, so

selection on coding DNA alone cannot explain these prevailing pat-

terns (Long et al, 2018b). When selection operates on nucleotide

variation, the expected AT composition is approximately

βφ= 1þ βφð Þ, where φ is a measure of the ratio of fixation probabil-

ities for G/C ! A/T relative to A/T ! G/C mutations, which in

turn is a function of the strength of selection relative to drift

(Li, 1987; Bulmer, 1991). The data suggest that average φ is in the

range of 0.1 to 1.0 for nearly all observed species. Thus, although

there is a weak positive association between the magnitude of AT

mutation bias and genome-wide AT composition, selection pres-

sure in favor of GC nucleotides also prevails across the Tree of

Life. More fine-scale resolution than provided here is necessary to

ascertain how selection varies among sites with different degrees

of functional significance (Long et al, 2018b).

Some variation in mutation spectra might be due to environmen-

tal variation experienced by different study species (e.g., Maharjan

& Ferenci, 2017; Shewaramani et al, 2017), and the molecular-

genetic basis for such variation is generally unknown. However, a

clear mechanistic example of the evolutionary wandering of muta-

tional features involves the mismatch-repair (MMR) pathway, which

detects and eliminates base-pair mismatches in DNA. The molecular

machinery underlying this pathway is shared in model genetic sys-

tems such as E. coli, S. cerevisiae, C. elegans, and mouse, all of

which exhibit a 50- to 100-fold increase in the mutation rate when

MMR is deleted (Long et al, 2018a; Lujan & Kunkel, 2021). Never-

theless, a number of bacterial species appear not to harbor the con-

ventional MMR machinery, and yet experience no apparent inflation

in the mutation rate. For example, Corynebacterium glutamicum

(Takemoto et al, 2018) and Mycobacterium smegmatis (Casta~neda-

Garc a et al, 2020) have completely novel mismatch-repair machin-

eries, and yet do not have unusual mutation rates relative to other

bacteria with similar genome sizes.

The preceding observations make clear that the mutation rate is

evolutionarily malleable, but what is the timescale of such change?

The mutational target size for the mutation rate is likely to be very

large, as it includes multiple DNA polymerases, DNA-repair pro-

teins, and essentially all genes whose products alter the mutagenic-

ity of the intracellular environment (including those influencing the

production of free oxygen radicals via metabolic activity and those

modulating the relative abundances of free nucleotides). Thus, with

the expectation that both mutators and anti-mutators are recurrently

introduced into all populations (Denamur & Matic, 2006;

Lynch, 2008, 2011; Raynes & Sniegowski, 2014), virtually all natural

populations likely harbor polymorphisms for the mutation rate. This

supposition is corroborated by several-fold ranges of variation for

ubs observed for natural isolates of species ranging from Chlamydo-

monas (L�opez-Cortegano et al, 2021) to Saccharomyces (Gou

et al, 2019; Jiang et al, 2021) to Drosophila (Schrider et al, 2013;

Wang et al, 2023) to mice (Sasani et al, 2022) to humans (Rahbari

et al, 2016; Kessler et al, 2020).
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Figure 4. Aspects of the molecular spectra of base-substitution mutation rates across the Tree of Life.

(A) The phylogenetic dispersion of transition:transversion (ts:tv) ratios and AT mutation bias (β) across the Tree of Life. The dashed lines denote the respective null
values of 0.5 and 1.0 under the hypothesis that all 12 possible base-substitution mutation types arise at equal rates. Data are only shown for species with n ≥ 20
observed base substitution mutations. From equation A1.19b in Lynch & Walsh (1998), the coefficient of variation (CV) of a ts:tv estimate equal to x
is ∼ 1þ xð Þ= n

ffiffiffi
x

p� �
, which is < 0.10 for x ¼ 1 and < 0.175 for x ¼ 10. (B) Genome-wide AT compositions as a function of the AT mutation bias. The solid line

denotes the null expectation under neutrality resulting from the balance between bidirectional mutational pressures, whereas the dashed lines denote the
expectations for cases in which selection reduces the fixation probabilities of G/C ! A/T mutations by factors of 0.3 and 0.1 relative to A/T ! G/C mutations (as
described in the text).
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The idea that the mutation rate is capable of rapid change is also

supported by a diversity of experimental observations. For example,

Boe et al (2000) estimate that E. coli cells with mutation rates ele-

vated by 20–80× arise at rates of 5 × 10�6 per cell division, and one

can imagine even higher rates of origin of milder (and less easily

detected) mutators (as well as antimutators). Indeed, in an E. coli

mutation-accumulation experiment initiated with a mutator strain

that allowed the neutral accumulation of diversity over a period of

1,250 generations, numerous lines evolved mutation rates < 10%

of the baseline rate (antimutators), while a small fraction of them

experienced up to 10× increases in the mutation rate (Singh

et al, 2017). In laboratory evolution experiments in which selection

is allowed, bacterial populations founded with a mutator genotype

frequently evolve lower mutation rates on relatively short time

scales via compensatory molecular changes at genomic sites not

involved in the initial mutator construct (Turrientes et al, 2013;

Wielgoss et al, 2013; Williams et al, 2013; McDonald et al, 2016;

Wei et al, 2022). Given this potential for rapid change in the level of

replication fidelity, it is not surprising that clonally reproducing

microbes transiently evolve mutator genotypes when confronted

with strong selective challenges (such as antibiotic treatment). For

example, Swings et al (2017) found that in lethally stressful environ-

ments, laboratory E. coli populations evolve substantial elevations

in the mutation rate on time scales of ∼ 100 generations, but then

revert to background rates once adaptation has been achieved.

The common appearance of antimutators implies the presence of

substantial unexploited potential for improvement in replication

fidelity, as expected under the drift-barrier hypothesis. As further

evidence that evolved mutation rates are not constrained by bio-

physical limitations, consider the fact that although mammals har-

bor some of the highest known eukaryotic mutation rates per

generation, the germline mutation rate per cell division rivals the

very low rates for unicellular species. The human germline mutation

rate per nucleotide site, ∼ 6 × 10�11 per cell division, is lower than

any rate observed in bacterial species, and 10 to 100× lower

than rates in various human somatic tissues (Lynch, 2010; Behjati

et al, 2014; Milholland et al, 2017; Cagan et al, 2022). The key point

here is that although selection operates on the per-generation muta-

tion rate, in multicellular species this is accommodated by changes

in replication fidelity at the cell division level—an increased number

of germline cell divisions is balanced by enhanced replication fidel-

ity per division.

Error-prone polymerases

In all known organisms, almost all DNA replication is carried out by

one or two major polymerases, each of which has a high baseline

level of accuracy, with a substantial fraction of the few errors arising

at the polymerization step being removed secondarily via a proof-

reading step, and thereafter by mismatch repair. However, nearly all

genomes also encode for one or more error-prone polymerases,

whose usage is restricted mostly to times of stress or to dealing with

bulky lesions in DNA. The phenomenon of stress-induced mutagen-

esis (SIM) has been found in virtually all organisms that have been

examined, for example, E. coli and many other bacteria

(Kang et al, 2006; Foster, 2007; Kivisaar, 2010); yeast (Heidenreich,

2007); Chlamydomonas (Goho & Bell, 2000); Caenorhabditis

(Matsuba et al, 2013); and Drosophila (Sharp & Agrawal, 2012). An

elevation in error rates under extreme environmental situations

should not be too surprising, as physiological breakdown can be

expected for virtually all traits. Nonetheless, some have argued that

high mutation rates associated with error-prone polymerases have

been promoted by selection as a means for generating adaptive

responses to changing environments (Radman et al, 2000; Rosen-

berg, 2001; Tenaillon et al, 2001; Earl & Deem, 2004; Galhardo

et al, 2007; Rosenberg et al, 2012). Direct empirical support for such

an argument is lacking, although special scenarios have been shown

in theory to encourage selection for SIM (Ram & Hadany, 2014;

Lukačišinov�a et al, 2017).

A simpler and more compelling explanation for the error-prone

nature of some polymerases follows directly from the drift-barrier

hypothesis—the net selection pressure to improve accuracy is

expected to be proportional to the average number of nucleotide

transactions that a DNA polymerase engages in per generation.

Because error-prone polymerases generally replicate only small

patches of DNA and do so quite infrequently, the strength of selec-

tion on accuracy will be correspondingly reduced (Lynch, 2008,

2011; MacLean et al, 2013). This “use it or lose it” hypothesis is also

consistent with the high error rates for polymerases deployed in the

replacement of small RNA primers used in replication initiation

(Lynch, 2011). In addition, the secondary and tertiary fidelity mech-

anisms associated with replication (proof-reading and mismatch

repair), which necessarily involve far fewer nucleotide transactions

than the earlier polymerization step, have greatly elevated error

rates (Lynch, 2008; Lujan & Kunkel, 2021). These latter observa-

tions cannot be explained as specific adaptations to stress, as all of

the factors are fundamental to normal replication cycles.

This view does not deny the critical importance of error-prone

polymerases as mechanisms for dealing with bulky lesions or other

forms of DNA damage, nor does it deny that induced mutagenesis

can play a role in generating an appropriate adaptation in extreme

times, sometimes being the only means for survival. It does, how-

ever, eliminate the need for an adaptive explanation for high error

rates, implying instead that there is no way to avoid such an

outcome.

The nonrandom nature of mutations

The postulate that mutations arise randomly with respect to the

forces imposed by natural selection has survived decades of scru-

tiny. However, it is sometimes argued that selection refines muta-

tion rates on a gene-by-gene basis to enhance evolvability and/or to

protect essential or highly expressed genes from damage (Galhardo

et al, 2007; Martincorena et al, 2012; Paul et al, 2013). Such argu-

ments ignore the strength of selection necessary to advance a molec-

ular adaptation, and relatively simple calculations suggest that the

strength of selection operating on a gene-specific mutation-rate

modifier is unlikely to ever be high enough to promote its establish-

ment (Chen & Zhang, 2013; Lynch et al, 2016; Liu & Zhang, 2021).

The formal arguments involved here do not deny the possibility of

differences in average mutabilities among genes but indicate instead

that where they exist, such properties are inadvertent by-products of

other gene-specific features such as nucleotide composition and

transcription rate.
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Although mutations are random with respect to the essentiality

of gene targets, they are nonrandom in numerous other ways. For

example, in some bacteria, there is a symmetrical wave-like pattern

of the mutation rate around the circular chromosome (Foster

et al, 2013; Long et al, 2015), although the amplitude of differences

does not exceed 2.5× and the pattern differs among species. Up to

twofold mutation-rate differences have also been found among loca-

tions on eukaryotic chromosomes on spatial scales ranging from

200 to 100 kb (Stamatoyannopoulos et al, 2009; Lang & Mur-

ray, 2011; Chen et al, 2012; Poetsch et al, 2018; Li & Luscombe,

2020). The molecular mechanisms driving these large-scale patterns

remain unclear but may be associated with variation in the

nucleotide-pool composition during the cell cycle, regional variation

in transcription rates and their influence on replication, alterations

in the rates of processivity of DNA polymerase across different chro-

mosomal regions, and/or protection by nucleosomes in eukaryotes.

In some filamentous fungi and land plants, mutation rates in

gene bodies are ∼ 30% lower than in surrounding noncoding

regions (Habig et al, 2021; preprint: Monroe et al, 2022a; Monroe

et al, 2022b; see Liu & Zhang (2022) and Charlesworth &

Jensen (2023) for some caveats). Notably, in both cases, as well as

in mammals, nucleosomes associated with gene bodies are fre-

quently marked by specific histone modifications that recruit

mismatch-repair proteins (Li et al, 2013; Frigola et al, 2017; Supek &

Lehner, 2017; Huang et al, 2018). The phylogenetic reach of this

effect and the degree to which it is promoted by selection remains

unclear, and the benefits of sequestering repair machinery to tran-

scribed regions may be of minor significance in genomes with mini-

mal intergenic DNA. In yeast, for example, mutation rates appear to

be elevated in highly expressed genes (Park et al, 2012), and in a

variety of lineages, certain classes of genes, such as tRNAs, have

elevated rates of mutation (Thornlow et al, 2018). These latter

counter-examples may reflect the consequences of transcription-

associated mutagenesis (Cho & Jinks-Robertson, 2017).

Finally, the appearance of mutations at adjacent sites can be tem-

porally correlated. The usual view is that if mutations arise at an

average rate u per nucleotide site, the rate of simultaneous origin of

mutations at two specific sites would be u2, at three sites would be

u3, etc. Given that average u is on the order of 10�9, this would

imply that double mutants would rarely ever occur except in large

microbial populations. However, data from mutation-accumulation

experiments suggest that on spatial scales of < 100 bp, multinucleo-

tide mutations commonly comprise 1 to 3% of mutational events in

diverse lineages (Drake, 2007; Schrider et al, 2011; Terekhanova

et al, 2013; Harris & Nielsen, 2014; Uphoff et al, 2016). Potential rea-

sons for mutational clusters include local patches of DNA damage,

the occasional use of a defective DNA polymerase molecule, acci-

dental deployment of an innately error-prone polymerase, and

mutagenic repair of double-strand breaks (Drake, 2007; Hicks

et al, 2010; Malkova & Haber, 2012; Chan & Gordenin, 2015;

Seplyarskiy et al, 2015). The key point is that transient, localized

hypermutation is common enough that rates of occurrence of dou-

ble mutations are often many orders of magnitude above the u2

expectation under independent occurrence, and more commonly on

the order of u/1,000 to u/100. Such high incidences of mutation

clusters have major implications for the evolution of complex fea-

tures, as modifications requiring multiple nucleotide changes on

small spatial scales (e.g., within genes) need not await the

sequential fixation of individual mutations, but can arise and be

promoted together.

Implications for population-genomic and
phylogenetic analyses

Drift of mutation rates both within and among phylogenetic lineages

raises significant challenges for studies attempting to draw phyloge-

netic and/or demographic inferences from patterns of molecular

variation. For example, point estimates of ubs from single, contem-

porary individuals, like those noted above, are often applied to

silent-site divergences among species to infer times of phylogenetic

separation. The logic underlying such applications is the conclusion

that for neutrally evolving sites, the rate of sequence divergence

between two lineages is equal to 2ubs per generation (Kimura, 1983).

When dates inferred from molecular data are inconsistent with fossil

evidence, arguments are often made that this is due to persistent

historical changes in mutation rates in specific lineages (e.g., in pri-

mates; Elango et al, 2006; Scally & Durbin, 2012; Amster &

Sella, 2016; Wu et al, 2020). However, given that such discordancies

often involve factors of only 2 to 3, it is difficult to rule out the pos-

sibility that they are simple and essentially unavoidable results of

the stochastic temporal wandering of mutation rates within lineages,

rather than reflections of deterministic processes.

In addition, there has been long-standing interest in what has

popularly become known as Lewontin’s paradox (Lewontin, 1974),

the observation that molecular genetic diversity increases only

weakly with population size contrary to the expectations under neu-

tral theory. Numerous attempts have been made to explain such

weak scaling with various population-genetic arguments invoking

the influence of selection on the maintenance of variation

(Nei, 1983; Buffalo, 2021; Charlesworth & Jensen, 2022). However,

such a pattern is entirely expected under the DBH, as there is a

strong negative association between ubs and Ne in all organismal

groups. As justification for ignoring this explanation, examples are

sometimes invoked in which two species with different Ne have

mutation-rate differences that deviate from the average expectation

under the DBH. However, such arguments ignore the fact that the

drift barrier to mutation-rate evolution is not absolutely determinis-

tic. Rather, as for any quantitative trait, there is drift around the drift

barrier (Walsh & Lynch, 2018). One would never take a morphologi-

cal measure of a single individual to provide an accurate estimate of

a species-wide average, and the same caution should be applied to

complex molecular traits such as the mutation rate.

Discussion

Although some skepticism has been raised over the claim that muta-

tion rates scale negatively with Ne (Galtier & Rousselle, 2020; Liu &

Zhang, 2021; Charlesworth & Jensen, 2022), the accumulation of

many dozens of genome-wide mutation-rate estimates over the past

few years has only reinforced the generality of this pattern and done

so consistently for each organismal group with adequate data—pro-

karyotes, unicellular eukaryotes, vascular plants, invertebrates, and

vertebrates. There is also approximate continuity in scaling across

major groups, once differences in proteome sizes are taken into
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consideration. The observed patterns of negative scaling are not sta-

tistical artifacts or consequences of systematic sampling errors. As

inconvenient as they may be for certain kinds of population-genetic

analyses, the strong negative scaling of u with Ne and the substan-

tial level of within-population variation for u are now established

facts.

This being said, although the DBH makes a fairly robust predic-

tion that mutation rates should decline with increasing Ne, without

knowledge of the distribution of selection effects for de novo muta-

tions and of the relative incidence of mutator versus antimutator

alleles, one cannot predict in advance the slope or the elevation of

the regression (Lynch, 2011; Devi et al, 2023). However, the data

suggest a power-law relationship between ubs and Ne, with a slope

near �0.75 to �1.0 on a log–log plot once differences in proteome

size are taken into consideration. This kind of scaling implies a con-

stant fractional increase in the power of downward directional selec-

tion on ubs with each fractional increase in Ne: That is, averaged

across the Tree of Life, there is an ∼ 6- to 10-fold decline in the

genome-wide deleterious mutation rate with each order of magnitude

increase in Ne. How and why biology is structured in such a way as

to yield such a phylogenetic pattern remains to be worked out.

One lingering concern may be that, after accounting for effective

proteome and population sizes, bacteria have no lower mutation

rates than unicellular eukaryotes. Theory predicts that the efficiency

of selection on the mutation rate increases with reduced levels of

recombination (Kimura, 1967; Lynch, 2008), and bacteria are com-

monly viewed as being clonal in nature. However, although bacteria

lack meiotic recombination, they commonly experience roughly the

same average amount of recombination per nucleotide site per gen-

eration (via other mechanisms) as do eukaryotes (Lynch, 2007;

Shapiro, 2016).

Is there an alternative to the DBH as an explanation for the phy-

logenetic reduction in u with increasing Ne? Mutational processes

generate a large fraction of detrimental variants that must be

removed by natural selection, and it is the linked association of such

mutations with mutator alleles that persistently drives selection

against the latter. However, this onslaught of deleterious mutations

overlies a smaller fraction of beneficial mutations essential for adap-

tation in changing environments. Under the DBH, the supply of

these beneficial variants is assumed to come essentially for free as a

consequence of the nonzero mutation rate. Nonetheless, substantial

attention has been given to the idea that natural selection might

fine-tune the mutation rate so as to maximize the long-term rate of

adaptive evolution in the face of a background dominated by delete-

rious mutations. Under this optimization perspective, selection does

not constantly push the mutation rate to the lowest achievable level

but instead promotes specific levels of mutation via indirect effects

associated with the small pool of beneficial mutations. This is a dif-

ficult area for theory development as the relative merits of increas-

ing versus decreasing the mutation rate depend on the distribution

of mutational effects, the population size, the recombination rate,

and the pattern of environmental change.

The primary problem here is that in a sexual population,

hitch-hiking of a mutator allele with a linked beneficial mutation

will generally be thwarted by their dissociation by recombination

(on average in just two generations when the two loci are on differ-

ent chromosome arms in sexual species). The continuous reinforce-

ment necessary for the promotion of a mutator allele then requires a

substantial rate of input of closely linked beneficial mutations. In

contrast, because the vast majority of mutations are deleterious,

there will be a steady-state background deleterious load associated

with all mutator alleles, regardless of whether the mutator is

involved in a transient (and most likely incomplete) beneficial

sweep. Additional limitations in multicellular organisms are the

direct negative effects that mutators impose via the production of

somatic mutations with immediate detrimental effects on fitness

(Lynch, 2008, 2010).

Several attempts have been made to estimate theoretically opti-

mal mutation rates for maximizing long-term rates of adaptive evo-

lution in nonrecombining populations, but the resultant models do

not explain why, if optimized, mutation rates are nearly 1,000×
higher in large multicellular species than in most microbes. Where

they are not completely silent on the matter, most models concerned

with optimal mutation rates in persistently changing environments

appear to imply a positive association between Ne and ubs

(Kimura, 1967; Leigh, 1970; Orr, 2000; Johnson & Barton, 2002;

Desai & Fisher, 2007; Good & Desai, 2016). Thus, one could argue

that the utility of these models is not that they explain the data, but

that they highlight the difficulties of accounting for interspecific dif-

ferences in ubs with a stabilizing selection model. Although they

may be helpful in limited contexts, hypotheses based on number of

cell divisions per generation (Thomas et al, 2018) do not explain the

patterns outlined in Fig 1 either, as nearly the full range of variation

in mutation rates per generation is encompassed by unicellular spe-

cies alone. Nor does generation length explain the patterns, as uni-

cellular eukaryotes have longer cell division times but lower

mutation rates than prokaryotes.

To help bridge the gap between theory and data, empirical tests

of alternative hypotheses are desirable. Drawing from observa-

tions on the yeast S. cerevisiae, Liu & Zhang (2021) argued that

the facile production of antimutator strains and the low amount of

standing genetic variation for the mutation rate relative to the neu-

tral expectation are inconsistent with the predictions of the DBH,

and instead support a stabilizing selection hypothesis. However,

neither of these arguments is correct. As noted above, the DBH

actually predicts the recurrent production of antimutator alleles

and simply postulates that at equilibrium, selection cannot gener-

ally promote these to permanent fixation. In addition, virtually all

models of directional selection predict a strong reduction in

standing levels of variation for quantitative traits (Walsh &

Lynch, 2018), in many cases stronger than the expectation under

stabilizing selection.

One possible approach to the problem is to perform laboratory

experiments with lines engineered to have varying initial mutation

rates and maintained at different effective population sizes. Under

the DBH, the mutation rates for populations exposed to identical

Ne are expected to converge on particular average mutation rates,

the levels of which should increase with decreasing Ne. In con-

trast, under a stabilizing selection model, the average outcomes

should be relatively invariant with respect to Ne. Owing to the sto-

chastic nature of mutations, such experiments would need to be

based on large numbers of replicates and proceed for thousands of

generations. Ideally, such experiments would also be carried out

in stable and fluctuating environments. Some work of this sort has

been done with experimental populations of E. coli, with the

results being broadly consistent with the DBH, but also with the
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degree of environmental variation playing a significant role in the

degree to which mutator alleles can transiently increase (Wei

et al, 2022).

Expanded View for this article is available online.
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In need of answers

Despite the enormous progress that has been made in our under-
standing of mutation rates over the past two decades, a number of
difficult questions remain to be answered.

• What are the mechanistic determinants of the slopes and elevations
of the scaling relationships outlined in Fig 1? Under the DBH, the
strength of selection operating on modifiers of the mutation rate is a
function of the distribution of fitness effects of deleterious mutations.
However, the effects of most mutations are very small in magnitude
and hence difficult to quantify by direct observation, thereby necessi-
tating indirect statistical inference with substantial uncertainties
(Eyre-Walker & Keightley, 2007). The observed power-law relation-
ships imply a relatively constant proportional increase in the recur-
rent deleterious mutation load with decreasing population size,
which may in turn be related to changes in genome architecture that
accompany changes in Ne . In addition, the location of the drift barrier
depends on the relative rates of appearance of mutator and antimu-
tator alleles and their magnitudes of effects, of which we know
almost nothing.

• What is the molecular source of mutations at the molecular level? In
principle, most mutations may simply be sporadic accidents of fully
functional DNA polymerases and repair enzymes. However, because
transcription- and translation-error rates are orders of magnitude
higher than those at the DNA level (Lynch, 2023), it is possible that
many mutations arise when DNA engages with erroneous proteins.
Among other things, this would help explain the relatively frequent
occurrence of mutational events involving multiple nucleotide sites.

• How do the direct effects of mutations on somatic tissues influence
the evolution of the germline mutation rate in multicellular species?
Nearly all existing theory on mutation-rate evolution views the pro-
cess as being an indirect outcome of inherited mutations linked to
mutation-rate modifiers. However, in multicellular species, high
mutation rates will have direct effects via the damage that they pro-
duce in somatic tissues, which in turn will influence germline suc-
cess. As the same polymerases and repair enzymes are deployed in
all cells, and somatic mutation rates are typically at least 10× higher
than those in the germline, such direct effects must elevate the
strength of selection against mutator alleles, yet the per-generation
rates of mutation in multicellular species are in rough accordance
with those in microbes once differences in Ne and proteome sizes are
taken into consideration.

• What is the appropriate measure of Ne for understanding the
response to directional selection on a trait like the mutation rate?
The measure of Ne used herein is more precisely referred to as a coa-
lescent Ne , in that it defines the amount of standing variation at neu-
tral sites—under an ideal Wright–Fisher model of population
genetics, the average number of generations separating two ran-
domly sampled alleles from a diploid population is 2Ne , and with
each branch incurring mutations at rate u, the average heterozygos-
ity ≃:5em4Neu. A potential problem here is that there are many pos-
sible measures of Ne , all of which are idealized parameters that can
differ depending upon the population-genetic feature that is focused
upon. For traits under persistent directional selection, the Ne that
governs the probability of fixation of mutations is not necessarily the
coalescence Ne (Devi et al, 2023). In principle, the two may be highly
correlated in some settings, but further work is required to determine
the degree to which the former is a good surrogate of the latter in
different types of evolutionary analyses.

• Finally, if the drift-barrier hypothesis is not the correct explanation
for the negative phylogenetic scaling between mutation rates and
the coalescent Ne , then we require an alternative narrative for the
general patterns outlined in Fig 1B and C. For example, if a stabilizing
selection hypothesis is to become a viable alternative, arguments will
be required to explain why the optimum mutation rate should
increase in species with decreasing Ne but decrease with increasing
size of the functional genome.
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